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Abstract. Nowadays thriving image-based social networks such as Flickr and 
Instagram are attracting more and more people’s attention. When it comes to in-
ferring emotions from images, previous researches mainly focus on the extrac-
tion of effective image features. However, in the context of social networks, the 
user’s emotional state is no longer isolated, but influenced by her friends. In  
this paper, we aim to infer emotions from social images leveraging influence 
analysis. We first explore several interesting psychological phenomena on the 
world’s largest image-sharing website Flickr1. Then we summarize these pat-
tern into formalized factor functions. Introducing these factors into modeling, 
we propose a partially-labeled factor graph model to infer the emotions of so-
cial images. The experimental results shows a 23.71% promotion compared 
with Naïve Bayesian method and a 21.83% promotion compared with Support 
Vector Machine (SVM) method under the evaluation of F1-Measure, which va-
lidates the effectiveness of our method. 
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1 Introduction 

Emotion plays a vital role in human life. It is said that emotion stimulates the mind 
3,000 times faster than rational thoughts[1]. Understanding the internal dynamics and 
external manifestation of human emotion can not only pushes forward the frontier of 
sociology and psychology, but also benefits the promotion of product design and user 
experience. 

The factors that determine human emotional state varied. We may be delighted for 
a feast or a beautiful melody, and we may feel sad because of our friends’ bitter expe-
rience. The way we express our feelings also varies. Besides texts, images provide  
us with a novel way to convey what we feel. Compared with texts, images are more 
vivid, freer, but more difficult and more subjective to understand as well. 

                                                           
1 www.flickr.com 
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Nowadays, with the thriving of many image-based social networks, such as Flickr 
and Instagram, we’re used to upload images on the Internet and share them with our 
friends. The rapid development of these websites and applications provides us with 
large amounts of available data, thus offering us a great opportunity to study the prob-
lem of the inference of emotions embedded in images. 

Previous researches mainly focus on the exploration of effective image features, 
such as colors, composition and shapes. J.Machajdik and A.Hanbury[2] pick up four 
categories of low-level features like wavelet textures and GLCM-features and proved 
the effectiveness of these features on three data sets. Moreover, from an aesthetic 
point of view, X.Wang[3] explored the interpretable image features, including the 
color combinations, saturation, brightness, the warm and cool color ratio, etc. and 
conduct experiments on two public data sets. Other works can be found in [14], [15]. 
However, in the context of social networks, the user’s emotion state is no longer iso-
lated. That is to say, the user’s emotional state is not only determined by images fea-
tures, but also affected by her friends’ emotional states and her unique experience. 

This point of view is also supported by sociological and psychological theories. 
S.Hareli and A.Rafaeli[4] discovered that one’s emotion will influence other people’s 
emotion, thoughts and behavior. In turn, other people’s reaction will influence the 
future interaction between them as well as this person’s future emotion and behavior. 
J.Fowler and N.Christakis[5] studied social networks and mentioned that people’s 
happiness depends on the happiness of those who are connected to them. 

In this paper, we aim to tackle the image emotion inference problem by leveraging 
the influence analysis. Figure 1 illustrates the procedure of our work. Our study is 
based on the world’s largest image-sharing website Flickr and 2,060,353 images and 
1,255,478 user profiles are constructed as the data set of our experiment. Based  
on these data, three types of correlations are considered and studied, namely,  
1) Attributes correlation: the correlation between image emotion and image features. 
2) Temporal correlation: the correlation between the emotion of current image and the 
images the user uploaded before. 3) Social correlation: the correlation between the 
image emotion and the user’s interaction with her friends. We first make observations 
and discover several interesting psychological phenomena about the emotion influ-
ence on the social network and then summarize them into formalized factor functions. 
Next by introducing these factor functions we propose a partially-labeled factor graph 
model which fulfils the inference of images emotion. The experimental results show 
that the F1-Measure reaches 0.4251 on average, which increases by 23.71% compared 
to Naïve Bayes and 21.83% compared to SVM, thus validating the effectiveness of 
our method. 

The rest of this paper is organized as follows: Section 2 presents the data observa-
tion. Section 3 formulates the problem. Section 4 explains the proposed model and 
algorithm. Section 5 shows the experiments we conduct and investigates the experi-
mental results. Section 6 concludes the work of this paper.  
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Fig. 2. The correlation between emotion influence and the intimacy between friends 

images are public to every user, so herein we define friends as the other users whose 
images are ever commented by this user. Meanwhile, we carefully make an assump-
tion that the user’s emotional state can be conveyed through the image the user upl-
oads. Given the definition and the assumption, we observe the emotional states of 
users and their friends on the day they upload an image and the day before. We also 
observe the interactions between users and their friends. 

Figure 2 illustrates the observation results. It is noted that when the user is intimate 
with a friend, she probably feel the same with that friend, but when the user is not 
familiar with a friend, she may not likely to influenced by that friend. 

2.3 The Dominant Emotion of Friends 

The dominant emotion of the user’s friends may affect the user’s emotional state. Inte-
restingly, will the user feel happy if all her friends feel happy? Will the answer remain 
the same when it comes to different emotion categories? To find answers of these 
questions, we conduct experiments and the observation results are shown in Figure 3. 

As can be seen from Figure 3, whether we consider emotion influence or not, over 
half of the users on the image-based social networks are happy. What’s more, nega-
tive emotions, namely, surprise, anger, disgust, fear and sadness are more capable of 
influencing others. In particular, when most of the user’s friends feel surprised, angry 
or disgust, the possibility of the user feel the same doubled or even trebled. However, 
in terms of positive emotion, which refers to happy in the six basic emotion catego-
ries, the tendency is not obvious, indicating that negative emotions have a rather  
larger influence than positive emotions. 

 

Fig. 3. The correlation between emotion influence and the dominant emotion of friends 
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2.4 The Composition of Friends 

The composition of friends may have something to do with the degree of emotion 
influence. For instance, are those having friends of various locations or occupations 
more likely to be influenced or those having similar friends? Are those having more 
friend inclined to be influenced or those having less friends? 

Excitingly, several interesting as well as important phenomena are discovered. The 
left figure in Figure 4 shows that users who have less friends are more likely to be 
influenced by their friends and users who have more friends are less likely to be influ-
enced, while no obvious difference is found in terms of the location diversity and 
occupation diversity. The middle figure indicates that when users have more female 
friends, they are more probable to be affected. The right figure is a little bit different. 
It’s not about the users’ friends, but the users themselves. Interestingly, it can be seen 
that female users and taken users have a tendency to feel the same with their friends 
compared with male users and single users. 

 

Fig. 4. The correlation between emotion influence and the composition of friends 

3 Problem Definition 

By exploring the patterns of emotion influence, we discovered many interesting psy-
chological phenomena. In this section, we’ll define the notations of this work and 
formalize the problem we study. 

The goal of our work is to analyze and predict the emotion of images uploaded by 
users in the context of social networks leveraging influence analysis. 

A static social network can be represented as ܩ ൌ ሺܸ, |ܸ| ሻ where ܸ is the set ofܧ ൌ ݊ users, ܧ ؿ ܸ ൈ ܸ is the set of relationship among users. In our work, this 
relationship is can be regarded as the friendship. First, we should give friend a definition. 

 
Definition 1. Friend: If user ݒ௜ ever comments any image uploaded by user ݒ௝ 
before time t, then ݒ௝ is called ݒ௜’s friend and ݒ௜’s friends at time t are denoted as ܴܨ௧ሺݒ௜ሻ. 

Based on the definition, it can be seen that user ݒ௜’s friends ܴܨ௧ሺݒ௜ሻ at time t 
may be empty, which means that ݒ௜ has never commented any image before. As time 
goes by, when ݒ௜ makes her first comment, ܴܨ௧ሺݒ௜ሻ won’t be empty anymore. So ܴܨ௧ሺݒ௜ሻ is time-dependent, and more precisely ܧ is better denoted as ܧ௧. 
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Acquiring the concept of friend, we can further define the intimacy between 
friends. 
 
Definition 2. Intimacy: After standardization, the frequency of user ݒ௜  making 
comments of ݒ௝’s images at time t denoted as ߤ௜௝௧  is called the intimacy between user ݒ௜ and ݒ௝. 

The standardization here is the process of discretizing the frequency into three de-
grees of intimacy, namely, ߤ௜௝௧ א ሼ1,2,3ሽ. The larger ߤ௜௝௧ is, the higher intimacy be-
tween user ݒ௜ and ݒ௝ is. 

On the base of these definitions, we define emotion next. 
 
Definition 3. Emotion: The emotional state of user ݒ௜ at time t is denoted as ݕ௜௧. 
The emotion of the image ݔ௜௝௧  uploaded by user ݒ௜ at time t is denoted as ݕ௜௝௧ . In our 
work, an assumption is carefully made as follows: According to Ekman’s theory, 
human emotion can be classified into six basic categories, which are happiness, sur-
prise, anger, disgust, fear and sadness. We adopted Ekman’s theory and denote the 
emotional space as ܴ, where ݕ௜௧ א ௜௝௧ݕ ,ܴ א ܴ. 

Given the definition of friend and emotion, we are able to obtain the size of user’s 
friends and the dominant emotion of friends. Herein we devote the size of user’s 
friends as ݏ௜௧ and denote the dominant emotion of friends as ݉௜௧, where ݉௜௧ א ܴ. It is 
clearly noted that ݏ௜௧ ൌ   .௜ሻሻݒ௧ሺܴܨሺ݁ݖ݅ݏ

As for the user ݒ௜ herself, the user’s personal profile, including ݒ௜’s gender and 
whether ݒ௜ is single or taken, can be defined as vector ݌௜ ௜݌ .  is stable. 

Besides, we use ܺ to represent all images uploaded by all users from ܸ. In detail, 
we use ܺ௅ to represent the subset of ܺ where the images are labeled, and use ܺ௎ 
to represent the subset of ܺ where the images are unlabeled. For an image ݔ௜௝௧ א ܺ 
uploaded by user ݒ௜ at time t, the image features are denoted as vector ݑ௜௝௧ . 

We can see that the relationship between users are varying with time. Therefore a 
time-varying social network is to be defined. 
 
Definition 4 Partially-Labeled Time-Varying Social Network: A partially-labeled 
time-varying social network can be defined as ܩ ൌ ሺܸ, ,௧ܧ ܺ௅, ܺ௎ሻ, where ܸ is the 
set of users, ܧ௧ represents the friendship between users at time t, ܺ௅ represents the 
labeled images and ܺ௎ represents the unlabeled images. 

Accomplishing the definition of these notations, the learning task of our model is 
put forward as follows. 
 
Learning Task: Given a partially-labeled time-varying social network ܩ ൌሺܸ, ,௧ܧ ܺ௅, ܺ௎ሻ, find a function f to predict the emotion of all unlabeled images: 

 ݂: ܩ ൌ ሺܸ, ,௧ܧ ܺ௅, ܺ௎ሻ ՜ ܻ (1) 

where ܻ ൌ ሼݕ௜௝௧ ሽ, ݕ௜௝௧ א ܴ, meaning the emotion of images. 
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 ଵ݂൫ݑ௜௝௧ , ௜௝௧ݕ ൯ ൌ ଵ௭ഀ ்ߙሼ ݌ݔ݁ · ௜௝௧ݑ ሽ (2) 

2) Temporal correlation: The temporal correlation indicates the correlation be-
tween the emotion of current image and emotions of images the user uploaded before. 

It can be depicted as ଶ݂ሺݕ௜௧ᇲ, ᇱݐ ,௜௧ሻݕ ൏ ௜௧ᇲݕ ௜௧ andݕ where ,ݐ
 means the emotion of 

user ݒ௜ at time t and ݐᇱ, conveyed by the images the user uploaded at that time. By 

introducing the function ݃ሺݕ௜௧ᇲ,  ௜௧ሻ to depict the correlation, it can be instantiated asݕ
follows: 

 ଶ݂ሺݕ௜௧ᇲ, ௜௧ሻݕ ൌ ଵ௭഍ ௜ߦሼ ݌ݔ݁ · ݃ሺݕ௜௧ᇲ,  ௜௧ሻሽ (3)ݕ

3) Social correlation: The social correlation means the correlation between the 
emotion embedded in the image and the user’s interaction with her friends. Based on 
the data observation, the social correlation can be detailed into following four aspects. 

 The correlation between image emotion and the user’s personal attributes: 
The correlation can be encoded as ଷ݂ሺ݌௜, ௜௝௧ݕ ሻ, where ݌௜  is the personal in-
formation of user ݒ௜, including ݒ௜’s gender and whether ݒ௜ is single or tak-
en, and ݕ௜௝௧  is the emotion of image ݔ௜௝௧ . By introducing parameter ߚ, it can 
be instantiated as: 

 ଷ݂൫݌௜, ௜௝௧ݕ ൯ ൌ ଵ௭ഁ ்ߚሼ ݌ݔ݁ ·  ௜ሽ (4)݌

 The correlation between image emotion and the size of user’s friends: The 
correlation can be encoded as ସ݂൫ݏ௜௧, ௜௝௧ݕ ൯, where ݏ௜௧ represents the size of us-
er ݒ௜’s friends and ݕ௜௝௧  is the emotion of image ݔ௜௝௧ . By introducing parame-
ter ߛ, it can be instantiated as: 

 ସ݂൫ݏ௜௧, ௜௝௧ݕ ൯ ൌ ଵ௭ം ்ߛሼ ݌ݔ݁ ·  ௜௧ሽ (5)ݏ

 The correlation between image emotion and the dominant emotion of the us-
er’s friends: The correlation can be encoded as ହ݂൫݉௜௧, ௜௝௧ݕ ൯ , where ݉௜௧ 
represents the dominant emotion of user ݒ௜’s friends and ݕ௜௝௧  is the emotion 
of image ݔ௜௝௧ . By introducing parameter ߜ, it can be instantiated as: 

 ହ݂൫݉௜௧, ௜௝௧ݕ ൯ ൌ ଵ௭ഃ ்ߜሼ ݌ݔ݁ · ݉௜௧ሽ (6) 

 The correlation between image emotion and the user’s intimacy with her 
friends: The correlation can be encoded as ଺݂൫ݕ௜௧, ,௝௧ݕ ௜௝௧ߤ ൯, where ݕ௜௧ and ݕ௝௧ 
represents the emotional states of user ݒ௜ and ݒ௝ at time t and ߤ௜௝௧  measures 
the intimacy between user ݒ௜ and ݒ௝ at time t. By introducing the function ݄ሺݕ௜௧, ,௝௧ݕ ௜௝௧ߤ ሻ to depict the correlation, it can be instantiated as follows: 

 ଺݂൫ݕ௜௧, ,௝௧ݕ ௜௝௧ߤ ൯ ൌ ଵ௭ആ ௜௝ߟሼ ݌ݔ݁ · ݄ሺݕ௜௧, ,௝௧ݕ ௜௝௧ߤ ሻሽ (7) 
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So far we have formalized all the correlations in the model. Thus we can define the 
joint distribution of the model:  ܲሺܻ|ܩሻ ൌ ଵ௓ ൈ ∏ ଵ݂൫ݑ௜௝௧ , ௜௝௧ݕ ൯௫೔ೕ೟ ௏א௑,௩೔א ൈ ∏ ∏ ଶ݂ሺݕ௜௧ᇲ, ௌ௎೟ሺ௩೔ሻ௫೔ೕ೟א௜௧ሻ௬೔೟ᇲݕ ௏א௑,௩೔א   ൈ ∏ ଷ݂൫݌௜, ௜௝௧ݕ ൯௫೔ೕ೟ ௏א௑,௩೔א ൈ ∏ ସ݂൫ݏ௜௧, ௜௝௧ݕ ൯௫೔ೕ೟ ௏א௑,௩೔א ൈ ∏ ହ݂൫݉௜௧, ௜௝௧ݕ ൯௫೔ೕ೟ ௏א௑,௩೔א   

 ൈ ∏ ∏ ଺݂൫ݕ௜௧, ,௝௧ݕ ௜௝௧ߤ ൯௩ೕאிோ೟ሺ௩೔ሻ௫೔ೕ೟ ௏א௑,௩೔א ൌ ଵ௓  ሽ (8)்ܵߠሼ ݌ݔ݁

where ܼ ൌ ܼఈܼక ఉܼܼఊܼఋܼఎ is the normalization term, ܵ is the aggregation of factor 
functions over all nodes, ߠ denotes all the parameters, i.e., ߠ ൌ ሼߙ, ,ߚ ,ߛ ,ߜ ,௜ߦ  ,௜௝ሽߟ
and ܻ ൌ ሼݕ௜௝௧ ሽ, ݕ௜௝௧ א ܴ, meaning the inferred emotion for images. 

Therefore the target of the inference process is to maximize the log-likelihood ob-
jective function ߍ ൌ ݃݋݈ ܲሺܻ|ܩሻ, and the keynote of the training process is to learn כߠ ൌ arg max  .ሻߠሺߍ

4.2 Model Learning 

Given the model’s input and output, we make clear the parameters and the objective 
function of the model. Next we’ll detail the learning process of the model and the 
algorithm is summarized as follows. 

 
Algorithm: the learning and inference algorithm of image emotion 

Input: a partially-labeled time-varying network ܩ ൌ ሺܸ, ,௧ܧ ܺ௅, ܺ௎ሻ, learning ratio ߣ 
Output: parameter group ߠ ൌ ሼߙ, ,ߚ ,ߛ ,ߜ ,௜ߦ ܻ ௜௝ሽ, inference resultߟ ൌ ሼݕ௜௝௧ ሽ, ݕ௜௝௧ א ܴ 

 

Read in network G. Construct factor graph. Set up variable nodes and function nodes. 
Initiate parameters ߠ ൌ ሼߙ, ,ߚ ,ߛ ,ߜ ,௜ߦ  ௜௝ሽߟ

Repeat 
           Calculate ܧ௣ഇሺ௒|௒ೆ,ீሻܵ using LBP 

           Calculate ܧ௣ഇሺ௒|ீሻܵ using LBP 

           Calculate the gradient of ܧ :ߠ௣ഇሺ௒|௒ೆ,ீሻܵ െ  ௣ഇሺ௒|ீሻܵܧ

           Update ߠ with the learning ratio ߠ :ߣ ൌ ଴ߠ ൅ డ௼డఏ ·  ߣ

Until convergence 
Get the inference result ܻ ൌ ሼݕ௜௝௧ ሽ, ݕ௜௝௧ א ܴ and the trained parameters ߠ ൌ ሼߙ, ,ߚ ,ߛ ,ߜ ,௜ߦ  ௜௝ሽߟ

 
To observe which part each parameter is linked to in the objective function, ߍ ൌ ݃݋݈ ܲሺܻ|ܩሻ can be rewritten as follows: ߍ ൌ ݃݋݈ ܲሺܻ|ܩሻ ൌ ݃݋݈ ∑ ሽ௒|௒ೆ்ܵߠሼ ݌ݔ݁ െ   ܼ݃݋݈

 ൌ ݃݋݈ ∑ ሽ௒|௒ೆ்ܵߠሼ ݌ݔ݁ െ ݃݋݈ ∑ ሽ௒்ܵߠሼ ݌ݔ݁  (9) 
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Thus the gradient of the parameter can be obtained. The gradient of ߠ can be 
represented as: 

 
డ௼డఏ ൌ డሺ௟௢௚ ∑ ௘௫௣ ሼఏ೅ௌሽೊ|ೊೆ ି௟௢௚ ∑ ௘௫௣ ሼఏ೅ௌሽೊ ሻడఏ ൌ ௣ഇሺ௒|௒ೆ,ீሻܵܧ െ  ௣ഇሺ௒|ீሻܵ (10)ܧ

Then we can update ߠ by ߠ ൌ ଴ߠ ൅ డ௼డఏ ·  ߣ .ߣ according to the learning ratio ߣ

can be manually defined and in our work ߣ ൌ 0.1.  
Given the current parameters, we can obtain the inferred emotion of unlabeled im-

ages which fulfills the target of modeling. 

5 Experiments 

In this section, we validate the effectiveness of the proposed method through experi-
ments. First we give an illustration of the data set we employed. Then we compare the 
experimental results with other baseline methods. Finally to find out which factor 
contributes the most, we conduct factor contribution analysis and present some inter-
esting sociological and psychological phenomena. 

5.1 Experimental Setup 

The data set we employed is randomly downloaded from world’s largest image-
sharing website Flickr which comprised of 2,060,353 images and 1,255,478 users. As 
explained in Section 2, by extracting emotion from image tags and checking the com-
pleteness of relative information, 218,816 qualified images are left. In order to test the 
performance of every emotion category, we evenly and randomly pick out 6,000 im-
ages from every emotion category and 36,000 images are chosen in total. 

As for image features, considering the interpretability of image features and the 
fine performance when used for emotion inference, we adopt the method proposed by 
X.Wang[3] to extract the features, including the five major color types, saturation, 
brightness and so on. 

We conduct performance comparison experiments to demonstrate the effectiveness 
of our method. The two baseline methods we employed for comparison are the Naïve 
Bayesian method and the SVM method. 

Naïve Bayesian: Naïve Bayesian is a widely used classifier. The image features are 
directly inputted into the classifier and the classifier outputs the inferred image emo-
tions. 

SVM: SVM is frequently used in many classification problems. Here it directly uses 
the image features as the input and outputs the inferred image emotion. In this work, 
we use LIBSVM design by C.Chang and C.Lin[9]. 

The data set we employed to the baseline methods and our proposed methods is the 
same, 60% for training and 40% for testing as well. The evaluation measure we used 
contains precision, recall and F1-Measure. 
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5.2 Experimental Results 

Table 1 exhibits the experimental results.  
From the table, it is apparent that our method significantly enhanced the perfor-

mance of the image-based emotion inference problem. The average F1-Measure 
reaches 0.4254, increased by 23.71% compared with Naïve Bayesian and 21.83% 
compared with SVM. The Naïve Bayesian method and the SVM method barely use 
the image features for training and let go of the emotion influence on the social net-
work. Under this circumstance, the classifier can only try to analyze the image emo-
tion from the image’s saturation, brightness and so on. Though these methods are 
effective to a certain extent, in the complex context of social networks, the user’s 
emotional state is no longer isolated and influenced by other users’ emotional states 
instead. So taking only the image features into account cannot measure the user’s 
emotional state precisely. In contrast, because our method concerns about the emotion 
influence on the social network and formalize these patterns into the factor graph 
model, it better depicts the real situation of the social networks and examines the us-
er’s emotional state in its entirety, thus remarkably promote the performance of the 
emotion inference. 

Table 1. Performance of emotion inference 

Emotion Method Precision Recall F1-Measure 
Happiness Naïve Bayesian 0.2026 0.2287 0.2148 

SVM 0.2319 0.2251 0.2284 
Our method 0.3880 0.4652 0.4232 

Surprise Naïve Bayesian 0.1765 0.0061 0.0119 
SVM 0.2038 0.0179 0.0329 

Our method 0.3911 0.3261 0.3556 
Anger Naïve Bayesian 0.1962 0.1071 0.1385 

SVM 0.2025 0.1673 0.1832 
Our method 0.3854 0.3752 0.3802 

Disgust Naïve Bayesian 0.2047 0.2664 0.2315 
SVM 0.2216 0.3079 0.2577 

Our method 0.4543 0.5990 0.5167 
Fear Naïve Bayesian 0.2009 0.2707 0.2306 

SVM 0.1972 0.2253 0.2103 
Our method 0.4778 0.3454 0.4010 

Sadness Naïve Bayesian 0.2424 0.4008 0.3021 
SVM 0.2711 0.4223 0.3302 

Our method 0.4845 0.4674 0.4758 
Average Naïve Bayesian 0.2039 0.2133 0.1883 

SVM 0.2213 0.2276 0.2071 
Our method 0.4318 0.4297 0.4254 
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Wondered which factors play a vital role in the promotion, we conduct factor con-
tribution analysis and several interesting sociological and psychological phenomena 
are discovered. 

5.3 Factor Contribution Analysis 

Herein, we test the contribution for each factor function used in the model. On the 
basis of the primitive model, we take out one of the factor and then examine the per-
formance of the model while the other factors remain unchanged. The experimental 
results evaluated by F1-Measure are shown in Table 2. 

As is shown in Table 3, the model which involves all factors achieves the best per-
formance no matter it is evaluated by precision, recall or F1-Measure. The experimen-
tal results confirms that the ݂3, ݂4, ݂5 and ݂6 factor all make contribution to the 
promotion of the model. That is to say, on the image-based image social networks, the 
emotion influence indeed exist. It also proved that the correlations we observed in 
Section 3 is correct and effective. 

More excitingly, it is clearly shown in the result that the ݂3 factor contributes the 
most in the model, which implies that whether the user is male or female and whether 
the user is single or taken did makes a great difference in the user’s perception of 
images. It corresponds to the sociological and psychological theory. A.Fischer[10] 
pointed out that males tend to express more powerful emotions while females tend to 
express less powerful emotions, which indicates there is actually a gender difference 
in human emotion perception. 

Besides, the ݂6 and ݂4 factor, which represents the intimacy between user and 
her friends and the size of her friends exert a profound influence on the user’s emo-
tional state. J.Pennebaker[11] discovered that people are more likely to share their 
emotion with those who are close to them, such as the family members, spouse and 
close friends. 

J.Whitfield[13] found that happy people are more likely to be surrounded by happy 
people, while sad people tend to make friends with those who usually feel sad. People 
having similar emotions have a tendency to gather together, which illustrates the con-
tribution of ݂5 factor. 

Table 2. The contribution of different factor 

Emotion Model Model-݂3 Model-݂4 Model-݂5 Model-݂6 
Happiness 0.4232 0.4169 0.4136 0.4183 0.4149 
Surprise 0.3556 0.3272 0.3208 0.3298 0.3303 
Anger 0.3802 0.3686 0.3839 0.3835 0.3858 

Disgust 0.5167 0.4459 0.4995 0.5022 0.5012 
Fear 0.4010 0.3425 0.3519 0.3652 0.3642 

Sadness 0.4758 0.4738 0.4643 0.4701 0.4692 
Average 0.4254 0.3958 0.4057 0.4115 0.4109 
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6 Conclusion 

In this paper, we study the problem of inferring emotions of social images leveraging 
influence analysis and proposed a novel method to solve the problem. 

We first explored the patterns of emotion influence on the world’s largest image-
sharing website Flickr and observed several interesting psychological phenomena. 
Then we summarized these patterns into three types of correlations and introduced 
them in the factor graph model in the form of factor functions, which fulfills the mod-
eling and inference of emotions of social images. By conducting experiments, we 
validate the effectiveness of our method and present a noteworthy promotion of the 
problem. 

Image-based social networks such as Flickr and Instagram are thriving, making the 
problem of inferring emotions of social images of great significance. The research 
advances can provide a useful back-up for sociology and psychology and help Inter-
net companies offer better services for customers. 
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